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Abstract

Although analyzing the complex systems could be a complicated process,
current approaches to quantify system security or vulnerabilty usually con-
sider the whole system as a single component. In this paper, we propose
a new compositional method to evaluate the vulnerability measure of com-
plex systems. Composablity means that we can compute the vulnerability
measure of a complex system using precaclulated vulnerability measures of
its components. It would be useful to analyze complex systems which may
have very complicated models, specially when the off-the-shelf components
are used and detailed information are not available. This approach reduces
the state space and complexity of computation. On the other hand, if a
component is replaced by another one, the vulnerability measures for other
components do not change and are reused in new computation. Thus, the
calculation of vulnerability measure for new system is well reduced. Our
method uses a state machine to model the system. The model considers
unauthorized states and attacker capabilities. In this model both probability
of attack and delay time to reach the target state are considered.
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1. Introduction

To compare the security of two same systems, or assess the security im-
provement of a system, we need security evaluation methods. If we have an
accurate estimation of the system security, we can evaluate the effectiveness
of security countermeasures on the system and compare system’s security.

Although some methods have been proposed to quantify vulnerability,
these methods have some drawbacks. For example, some methods [8, 10] can
just represent the abstract model of the system; thus, it seems difficult to
assign specific quantities to the model parameters like transition probabilities
[12, 19]. Moreover, some methods such as [8, 23] just model one kind of attack
or attacker, and can not model all kinds of attacks such as internal attacks.
Another drawback to some existing models for example [24] is that they are
based on some assumptions such as exponential distribution for transition
probability which has not been proved yet [7].

It is worthy to note that the vulnerability quantity of a system is not an
absolute value but rather depends on the threatening adversary. For example,
a system might be secure against an amateur attacker, but vulnerable against
a skilled one.

On the other hand, it seems that the vulnerability measure depends on
attack duration. The more attack duration takes, the more system is secure.
Accordingly, any proposed vulnerability measurement approach should con-
sider attack duration.

A computer system might be violated in a specific state, which is not
an unauthorized state in other system with different security policy. Thus,
considering the security policies is valuable in security quantification.

Another important issue is that calculating the security quantity for large
and complicated systems is very difficult. For example, if we use state ma-
chine to model a complex system, it will be very large and complicated
especially if we want to model low level system details.

In this paper we propose a general model to quantify the vulnerability
of computer system. We believe that the model could surmount above men-
tioned drawbacks. The major contributions of the model are providing a
composable apprach to anlayze vulnerabiltiy of the systems and considering
attacker capabilities.

The method can compute the vulnerability quantity of systems using
the vulnerability measures of constitutive components. In other words, to
quantify the vulnerability of a large system, we can compute the vulnerability
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measure of its components and then compose these quantities to measure the
vulnerability of the whole system.

On the other hand, it can model computer systems against diverse attacks
and attackers considering pertinent unauthorized states and appropriate at-
tacker’s capabilities. Moreover, The model uses the delay time parameter
in the evaluation process and thus it can discriminate between two systems
have the same probability to reach unauthorized states. Also, there is no
assumption for transition probability such as exponential distribution.

The rest of this paper is organized as follows: section two surveys related
work on vulnerability quantification. Section three describes a formal model
of computer systems. The vulnerability measurement process is presented
in section four. The fifth section explains the compositional approach to
quantify security based on the model which is represented in section three.
Section six specifies a practical case study to clarify the vulnerability mea-
surement process. Finally, section seven concludes this paper and discusses
our future work.

2. Related work

Littlewood et al. [9] have discussed similarities between reliability and se-
curity. They have suggested using reliability and dependability measurement
methods [17, 2] to predict the amount of security. The major intention of
[9] is to invite discussion about the feasibility of this approach. Thus, some
open questions have been identified need to be answered.

Jonsson and Olovsson [6] believe that the attacking process can be split
into three phases. They have indicated that the times between breaches
in the standard attack phase are exponentially distributed. Thus, they have
suggested using traditional reliability methods to model security. The results
of experiment performed in [6] have been achieved in a special environment
and could not be extended to all environments.

Kaâniche et al. [7] have represented empirical analyses based on the data
collected from honeypot platforms deployed on the Internet. They found
out that mixture of a Pareto and an exponential distribution is the best
fit for the observed times between attacks. Thus, the traditional assumption
considered in hardware reliability evaluation does not seem to be satisfactory
for security evaluation.

Madan et al. [10] have considered security as a Quality of Service at-
tribute. They have used stochastic modeling techniques to quantify security
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attributes of intrusion-tolerant software systems. They use Mean time (or
effort) to security failure metric to quantify security. The method could be
used as a framework and needs more development.

Sallhammar et al. [19] have proposed a new approach to integrated secu-
rity and dependability evaluation, which is based on stochastic game. The
state machine used in this method is unable to model system’s details. Thus,
quantifying ”accumulated failure intensity” would be difficult.

Manadhata and Wing [11] have proposed a metric to determine whether
one version of a system is relatively more secure than another with respect
to the system’s attack surface. This method could not compare different
systems which have different resources.

Singh et al. [21] have divided the security quantification methods into
penetration test and analysis of formal models of system. They have proposed
a new approach to quantify security by performing repeated penetration
testing of detailed system models. This approach will utilize the accuracy of
formal modeling and fastness of penetration test. But the security metric,
number of attack paths, is not accurate; Because the time and probability of
attack paths are not considered.

Pamula et al. [15] have presented a quantitative metric to assess the
amount of network security based on attack graphs analysis. The metric
measures the security strength of a network in terms of the strength of the
weakest adversary who can successfully penetrate the network. The capabil-
ities of the weakest adversaries are not always comparable for all systems.

Frigault et al. [3, 4] have used attack graphs as a special Bayesian Net-
work to measure the security of a system. However, they have not proposed
a new metric to quantify the system security; but rather, they have used
the Common Vulnerability Scoring System (CVSS) [14] to measure the ex-
ploit probability of a vulnerability based on dependency relations between
vulnerabilities.

Mehta et al. [13] have represented two algorithms to rank states of an
attack graph. The first algorithm is similar to the PageRank algorithm used
by Google. The second algorithm ranks individual states based on the reach-
ability probability of an attacker in a random simulation. They have used
the total rank of all error states as a system security measurement. But the
method does not consider overlaps between paths.

Pham et al. [16] have constructed a graph based on open ports of network
hosts and also the access rights between hosts. They have used a metric called
attackability metric to compute the assurance level of the system. The metric
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uses just the number of access points on each host to measure the assurance
level. Thus, it could not be used as a security or vulnerability metric.

Other methods which use attack graph analysis for security quantification
could be divided into two categories: reliability methods and minimum cost
hardening methods. Reliability methods like the method proposed in [5] use
the probability of a successful attack as a security metric. On the other hand,
minimum cost hardening methods like [18, 22] use the cost of obviation of
attack paths as a security metric. The reliability methods do not consider
the cost of attack path. The main challenge of minimum cost hardening
methods, On the other hand, is that they use just the cost of vulnerability
obviation to quantify security; nevertheless, we could increase the security of
system by other methods like changing the configuration.

Wang et al. [23] have proposed a two-steps framework to measure var-
ious aspects of network security. In the first step, the individual security
components are evaluated. The second stage focuses on the composition of
individual measures.

Shahriari [20] has proposed a new method for vulnerability analysis using
state machine. In this method, the vulnerability of a state, S, is defined
as the probability of reaching an unauthorized state, starting from S. The
system vulnerability is defined as the vulnerability of the initial state. Thus,
the vulnerability of any system which has not any absorbing state will be
equal to one. Using this method, there could be two systems with the same
quantity of vulnerability but it takes different time to reach an unauthorized
state. Thus, the vulnerabilities of these systems are not equal practically.

3. Modeling

3.1. System model

In this subsection we model computer systems. The model consists of a
set of states connected to each other by some transitions. Each transition is
related to an event. Events might be triggered by the system, another system
or person and cause system to travel between states. Each transition occurs
with specific probability and a delay function specifies its completion time.
An intruder could trigger some events in the system and conduct system to
an unauthorized state where at least one of the security policies is violated.
The following definition specifies a formal definition of the system.
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Definition 1. A computer system say CS, is a 7-tuple CS = (Q, qi, E,∆, ρ,
δ, QUA) where, Q is a finite set of all states, qi ∈ Q is the initial state, E is
the finite set of all possible events, ∆ ⊆ Q×E×Q is the transition relation,
ρ : ∆ → (0, 1] is the transition probability function, δ : E → [0,∞) is the
delay function, and QUA ⊆ Q is the set of all unauthorized states.

Each part of the model is described as follows:

• Q is a finite set of all states in the system. Each state is specified by a
collection of system variables which can be changed when a system ac-
tion occurred. These variables are called state variables. For example,
user privilege is a state variable. Q should represent all possible states
in the system. State variables could be chosen by evaluator according
to the modeling purpose.

• qi ∈ Q is the initial state in which the system starts working. If there
is more than one initial state, we can use a virtual state as the initial
state and connect it to the real initial states by virtual transitions.

• E is the set of events. The set is partitioned into three finite sub-
sets Ein, Eintand Eout which show input, internal and output events
respectively.

– An input event occurs in the environment and effects on the sys-
tem. The system has no control on the generation of input events.
The probability of occurring and the delay time of input event can
be changed in different environments. But all possible transitions
are known during system modeling. In other words, we model just
deterministic systems.

Input events are partitioned into two sets Einnor and Einatt repre-
sent normal and attacker input events respectively. An attacker
input event occurs when an attacker enforce system to do an action
which the system does not expect to receive it normally. Other
input events are called normal input events.

– Internal event is produced by the system and has no effect on
the environment. In other words, internal events are hidden from
external view.

– Output event is generated by the system and has an external effect
on the environment. System services are represented by output
events.
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The union of internal and output events are called local events and
denoted by Eloc; because they are produced by the system locally.

• ∆ ⊆ Q × E × Q is the transition relation. The relation is not input-
enabled because in practice not all states can receive all input events.
In contrast, some specific input events can occur in some states. How-
ever, we can provide input-enabled property considering that esch input
event which has no effect on the system will not change the state.

• ρ : ∆ → (0, 1] is the transition probability function which satisfies
following properties:

1. ρ(q, e, r) > 0 iff (q, e, r) ∈ ∆

2. ∀q, r ∈ Q ∀e ∈ Ein [(q, e, r) ∈ ∆→ ρ(q, e, r) = 1]

3. ∀q ∈ Q
∑
r∈Q

∑
e∈Eloc

ρ(q, e, r) = 1

In contrast to the Markov model, it is not necessary to have the exit
probability of one for all transitions. Because, the system has control
just on the local events and we can not predict the probabilities of
input events. In other words, the transition probability function does
not represent the probability of occurring input events; in contrast it
shows the transition probability. As we mentioned before, the model
is deterministic. Thus, the transition probability of any input event is
equal to one.

• δ : E → [0,∞) is the delay function. It takes δ(e) for event e to com-
plete. δ(e) is known for local events; but to specify the delay time for
input events, we should consider the kind of attacker and the environ-
ment. If the delay time of an input event is not known in the modeling
step, we assign zero to δ(e).

• QUA ⊆ Q is the set of all unauthorized states. An unauthorized state
is the state in which at least one of the security policies is violated. For
example, if an attacker gains root access on the database server, the se-
curity policy is violated and thus the system will reach an unauthorized
state.

The model introduced in definition 1 is a formal model that specifies
security policies in addition to the system properties. The final goal of this
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kind of modeling is not just to determine a specific system but it provides
a general framework to model various kinds of systems. For example, if we
consider just attacker input events, the model is well reduced to the attack
graph or scenario graph.

A path from q1 to q2 is a sequence of transitions from state q1 to state
q2 and denoted by pathq1q2 . If pathq1q2 contains some transitions of normal
input events, Ein, we call it conditional path and denote it by (pathq1q2|Ein).

There could be no path or either many paths between two states in the
model. It is obvious that if there is a path from initial state to an unau-
thorized state, the system have a vulnerability which can be exploited by
attackers. But notice that different attackers can reach the unauthorized
state by different efforts. Thus, we need to model the attacker and then
measure the vulnerability of system against particular attacker. In the fol-
lowing subsection we will define the attacker model.

3.2. Attacker model

A computer system could be secure against an attacker but vulnerable
against another one; because different kinds of attackers have various capa-
bilities and skills and they can do diverse actions. Moreover, an intruder
with more capabilities is able to accomplish an attack faster. For example,
Blaze et al. [1] have compared the needed time to find a 56-bits key of cryp-
tographic algorithm by different types of attackers. A single hacker needs
more time to attack a system than an intelligence agency needs. Thus, we
need an attacker model to evaluate the security of a computer system. If we
can not identify an especial intruder, the strongest attacker is considered.

Definition 2. An intruder say I, is a triple I = (E, SL,ED) where E is a
set of all possible attacker events, SL : E → (0, 1] is the skill level function,
and ED : E → (0,∞] is the event delay function.

More skill level of the intruder means more probability of having exploit
codes and successful attacks. Thus, the attacker skill level represents the
probability of executing attacker actions. On the other hand, the required
time to accomplish an attack step is represented by event delay function.

3.3. The system under attack model

In this subsection we specify the composition of attacker and system
models. The combination of these two models is called the under-attack
system and defined as follows.
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Definition 3. The composition of computer system CS = (Qcs, q
i
cs, Ecs,∆cs,

ρcs, δcs, QUAcs) and intruder I = (Eatt, SL,ED) is called the under-attack
system and denoted by CS � I. The under-attack system is a system like
CS � I = (Q, qi, E,∆, ρ, δ, QUA) where

• Q = Qcs;

• qi = qics;

• E = Ecs;

• ∆ = ∆cs;

• ∀q, r ∈ Q∀e ∈ Eatt[ρ(q, e, r) = SL(e)],
∀q, r ∈ Q∀e ∈ E\Eatt[ρ(q, e, r) = ρcs(q, e, r)];

• ∀e ∈ Eatt[δ(e) = ED(e)], ∀e ∈ E\Eatt[δ(e) = δcs(e)]; and

• QUA = QUAcs .

An under-attack system represents real quantities for probabilities and
delays of local and attacker events. But, we do not have any information
about delays and probabilities of normal input events. Thus, we should use
default quantities, one for probability and zero for delay time, for normal
input events.

4. Vulnerability measurement

After constructing the under-attack system, we propose a metric to quan-
tify the vulnerability. Before that, we define some other required parameters.

Definition 4. The cost of transition (q, e, r) is denoted by cost(q, e, r) and
defined as event delay per transition probability ratio. In other words,
cost(q, e, r) = δ(e)

ρ(q,e,r)

It means that the cost of each step of attack is related to the delay time
and the reverse of transition probability. For example, if the delay time of
event e is 1 hour and the probability of transition (q, e, r) is 0.5, the cost
of transition (q, e, r) will be equal to 2. The probability of transition is 0.5;
Thus, in every two attempts to do the transition (q, e, r), one of them is
successful, statistically. In other words, the delay time of transition (q, e, r)
approximates to two instead of one hour.
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When we talk about the cost of normal input transitions, it suffices to
know the delay time and probability of event occurrence. Because, the transi-
tion probability is equal to one and we can specify the cost of these transitions
using the probability and delay of events. The cost of normal input event,
e, is denoted by DPR(e) and defined by DPR(e) = δ(e)

P (e)
, where P (e) is the

probability of occurring event e.
The cost of path is defined as follows.

Definition 5. the cost of conditional path (pathq1q2|Einnor
pathq1q2

) in an under-

attack system CS � I is denoted by cost(pathq1q2|Einnor
pathq1q2

) and calculated
by the following equation:

cost(pathq1q2|Einnor
pathq1q2

) =
∑

∀(q,e,r)∈pathq1q2

cost(q, e, r) (1)

If the parameters of normal input events Einnor
pathq1q2

= {ein1 , ein2 , ..., eink } are
available, the cost of Pathq1q2 is calculated as follows:

cost(pathq1q2) = cost(pathq1q2|Einnor
pathq1q2

) +
k∑
i=1

DPR(eini ) (2)

Thus, the shortest path from initial state to an unauthorized state in the
system represents the most interesting path from an intruder point of view.
Because, the attacker wants to reach unauthorized states by the minimum
effort.

The shortest conditional path from initial state, qi, to the state q under
the condition of occurring the set of normal input events Einnor

pre , denoted by
(pathMin

qiq |Einnor
pre ), is the path with minimum cost within all possible condi-

tional paths like (pathqiq|Einnor
pre ). In other words

cost(pathMin
qiq |Einnor

pre ) = Min
∀(pathqiq |E

innor
pre )∈Pathsqiq

{cost(pathqiq|Einnor
pre )} (3)

Using this concept, we can define the vulnerability measure of an unau-
thorized state as follows:

Definition 6. The conditional vulnerability measure of an unauthorized
state q ∈ QUA under the condition of occurrence of the set of normal input
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events Einnor
pre in the under-attack system CS � I is denoted by ν(q|Einnor

pre )
and defined as reverse of the shortest path cost. In other words,

ν(q|Einnor
pre ) = 1

/
cost(pathMin

qiq |Einnor
pre ) (4)

If Einnor
pre is null, ν(q|∅) is called unconditional vulnerability measure of state

q.

The less it costs to reach an unauthorized state, the more vulnerable the
state is. Thus, the definition matches the concept of vulnerability practically.

Any possible path could be chosen by intruders to compromise the system.
We could not predict which path will be chosen by the attacker. But we know
that the attacker tries to choose the convenient path, the path with lower
cost. Thus, to measure the vulnerability of system we use the shortest path.
In other words, we find an upper bound for the quantity of vulnerability.
The interest in using the shortest path arises of the attack concept. The
hard intruder of today becomes the most probable intruder of tomorrow.
Thus, the system will be exploited by stronger attacker in the future [12].

After computing the quantity of vulnerability of each state, we can eval-
uate the vulnerability of the whole system. As we want to find an upper
bound for vulnerability measure, we use the following definition to assess the
vulnerability quantity.

Definition 7. conditional vulnerability measure of an under-attack system
CS � I under the condition of occurrence of a set of normal input events
Einnor
pre is denoted by ν(CS � I|Einnor

pre ) and calculated by the following equa-
tion:

ν(CS � I|Einnor
pre ) = MAX

∀q∈QUA
{ν(q|Einnor

pre )} (5)

To determine unconditional vulnerability measure, we should have real pa-
rameters of normal input events. Thus, the unconditional vulnerability could
be measured by the following equation:

ν(CS � I) = MAX
16i6n

{ 1
1

ν(CS�I|Einnorprei
)

+
∑

∀e∈Einnorprei

DPR(e)
} (6)

Where n is the number of conditional vulnerabilities and ν(CS � I
∣∣Einnor

prei
)

is the ith conditional vulnerability measure for the system.
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5. Compositional evaluation method

In previous section we proposed a model of computer systems and a
method to quantify system vulnerability. But it seems difficult to measure
the vulnerability of complex systems. In this section we use the same model
introduced in definition 1. But we apply some compositional methods to
measure the vulnerability of complex systems.

5.1. Compatible systems

For compositional evaluation of vulnerability, we should illustrate which
systems can combine. Thus, we define compatible unauthorized states and
also compatible systems.

Definition 8. Assume that two systems CS1 and CS2 are modeled as CS1 =
(Q1, q

i
1, E1,∆1, ρ1, δ1, QUA1) and CS2 = (Q2, q

i
2, E2,∆2, ρ2, δ2, QUA2). Each

unauthorized state q ∈ QUA1 is compatible with system CS2, if and only if
(q /∈ Q2) or (q ∈ Q2 → q ∈ QUA2).

It means that the security policies should be compatible. In other words,
an unauthorized state should be an unauthorized state in both systems.

Definition 9. A finite set of under-attack systems {(CSi � I) : i ∈ I} is
compatible if and only if each unauthorized state in each system is compatible
with other systems and for all i, j ∈ I (i 6= j) following equations are satisfied:

1. Eout
i ∩ Eout

j = ∅
2. Eint

i ∩ Ej = ∅

It is obvious that the compatibility is defined just for systems with the
same attacker model; because compositional analysis is possible if all com-
ponents are analyzed against the same intruder.

On the other hand, compatible systems do not have same outputs; be-
cause each system has its own tasks and services. Moreover, each system
should have its own internal events; because an external observer can not
view these events.

5.2. Compositional operators

In this subsection we define some operators to combine components and
construct composite systems. We can determine four operators as follows:

1. Just one of the components is chosen and executed.
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2. Components execute sequentially.
3. Each component executes independently. In other words, executing

one component does not depend on the other components.
4. Components execute simultaneously until they need to execute a com-

mon event. One component might stop working until the common
event happens. This kind of composition is called parallel synchronous
composition. Based on definition 9, the common event might be an
output of one component and input event of other one or it could be
a common input event for both components. Thus, we have two kinds
of synchronous composition: output-input synchronization and input-
input synchronization.
Synchronization on the input event has no practical meaning; because if
an input event is available, it can effect on the system. In other words,
the system does not stop working until another component proceed
to the point in which it can receive the common input. Thus, just
output-input synchronization is considered in this article.

Notice that in the parallel composition, all components can execute but when
we use the choice operator, just one of the components is selected and exe-
cuted.

5.3. Service parameters

Each output event of the system is a service. Before talking about the
compositional methods, we should define some other parameters about the
system services.

For any output event like e ∈ Eout, the set of all states where event e is
occurred is called exit states of e and denoted by Qe. To give a service like
e, the system should go to one of the exit states q ∈ Qe and then execute
the output event. There could be several paths to reach state q. Thus, we
should determine which path is chosen by the system. To have a proportional
definition to the vulnerability measure, we use the concept of shortest path.
Service path of e denoted by pathes is the shortest path from initial state to
any state qe, where qe is the next state of executing e in the state q ∈ Qe.

Thus, the service time is defined as follows.

Definition 10. Service time for an output event e ∈ Eout denoted by ST e

is defined as the cost of service path pathes.

Another parameter that we need in compositional analysis is the comple-
tion time.
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Definition 11. Completion time of a system denoted by ST is the cost of
shortest path from initial state to the final state. In other words, ST =
cost(pathMin

qiqf
).

If there are more than one final state in the system, the shortest path from
initial state to any final state is calculated and the path which has the lowest
cost is used to calculate the completion time.

5.4. Proposed compositional method

In this subsection we give some theorem to measure the vulnerability of
complex systems. In each theorem, one of the compositional operators is
studied.

Theorem 1. The vulnerability measure of the system C = C1 + C2 + C3 +
...+ Cn against an intruder I is computed by the following equation:

ν(C � I) = MAX
16i6n

{ν(Ci � I)} (7)

Proof. If components combined by choice operator, the composed system
might behave as each of constitutive components. In the worst case, the
component with the highest vulnerability is chosen. Thus, the vulnerability
of the system will be equal to the vulnerability of that component.

Theorem 2. The vulnerability measure of composite system C = C1.C2.C3.
....Cn against an intruder I is calculated by the following equation:

ν(C � I) = MAX{ν(C1 � I),MAX
26k6n

{ 1
k−1∑
i=1

STCi + 1
ν(Ck�I)

}} (8)

Proof. All possible unauthorized states in the composite system should
be an unauthorized state in one of the constitutive components. Assume
that there are two components C1 and C2 which combine and construct
C = C1.C2. Thus, if an unauthorized state of component C1 causes the
unauthorized state of C, the vulnerability of composite system will be equal
to the vulnerability of component C1; because the shortest path from initial
state to the unauthorized state is start from initial state of C1 and reach the
unauthorized state of the same component.

But the shortest path to reach the unauthorized state caused by an unau-
thorized state in C2 is the path which starts from initial state in C1, reaches
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the final state of C1 by the shrtest path, and is continued to the unauthorized
state in C2 through the shortest vulnerable path. Thus, the cost of this path
is the sum of completion time of C1 and the cost of vulnerable path of C2.

If there is a shorter path than this path, it should be a shorter path for
completion of C1 or a shorter path to reach the unauthorized state in C2

which are in direct contradiction to the definitions of completion time and
vulnerability measure.

We can extent the proof to more components and achieve equation 8
using inductive reasoning. Assume that equation 8 is true for n compo-
nent. We want to show that this equation is true for n + 1 components. If
there are n + 1 components in the system, the vulnerability of the system
C = C1.C2.C3..Cn.Cn+1 will be equal to the maximum of inverse cost of the
shortest path to reach the unauthorized state in C1, C2, , Cn or Cn+1. This
quantity for components C1, C2, , and Cn is calculated by equation 8 using
the induction assumption. If an unauthorized state occurs in component
Cn+1, the related vulnerability of the system will be computed as follows:

ν(Cn+1 � I) = 1
nP
i=1

STCi+
1

ν(Cn+1�I)

,

where ν(Cn+1 � I) means the vulnerability of system C if the unautho-
rized state occurs in component Cn+1. Because to reach the unauthorized
state in Cn+1, all components from C1 to Cn should complete their work and
then the vulnerable path of component n+ 1 should be traversed.

Thus, the vulnerability of system C is calculated as follows:
ν(C � I) = MAX{ν(C1 � I),MAX

26k6n
{ 1
k−1P
i=1

STCi+
1

ν(Ck�I)

},

1
nP
i=1

STCi+
1

ν(Cn+1�I)

} = MAX{ν(C1 � I), MAX
26k6n+1

{ 1
k−1P
i=1

STCi+
1

ν(Ck�I)

}}

In other words, equation 8 is true for n + 1 components as it is true for
n components.

Example: Assume that two systems C1 and C2 are modeled as shown in
figure 1. The unauthorized states are depicted by gray color. The label of
each transition specifies the transition cost. State S3 is the final state of
components C1.

Sequential composition of these two components is shown in figure 2.
There are two unauthorized paths in the composite system. The cost of path
which reaches the unauthorized state (S4, S1’) is X+Z and the cost of second
path which reaches state (S3, S3’) is X+Y+S. On the other hand, the cost of

15



Figure 1: Two sample systems used for sequential composition

Figure 2: Sequential composition

reaching state S4 in component C1 and reaching state S3’ in component C2
are equal to X + Z and S respectively. The completion time of component
C1 is equal to X + Y . Thus, the vulnerability measure of each unauthorized
state in the composite system is calculated as follows.

ν(S4, S1′) = 1
X+Z

= ν(C1 � I)

ν(S3, S3′) = 1
X+Y+S

= 1
STC1

+ 1
ν(C2�I)

Thus, the vulnerability measure of the composite system will be equal
to the maximum of these two measures. This example clarifies the use of
equation 8.

Theorem 3. The vulnerability measure of composite system C = C1||C2||C3

||...||Cn against an intruder I is calculated by the following equation:

ν(C � I) = MAX
16i6n

{ν(Ci � I)} (9)

Proof. We can use the same reasoning that is used to proof theorem 1
because in the parallel composition, the component which reaches its unau-
thorized state earlier, with less cost, can determine the vulnerability of the
composite system.
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Figure 3: Two sample systems used for parallel composition

The only difference between the choice and parallel composition operators
is that after occurrence of an unauthorized state in an arbitrary component,
other unauthorized states of other components can be reached.

But accessing these unauthorized states just possible by going through
more edges in the state machine. Thus, the cost of reaching these states will
be more than the cost of reaching just one unauthorized state of one compo-
nent. Therefore, these paths will not effect on the vulnerability measure of
the composite system.

Example: Figure 3 depicts two systems C1 and C2. Each system has one
unauthorized state. The cost of reaching state S2 and S4’ are X and Z+R
respectively. The vulnerability measures of the components are equal to the
reverse of these quantities.

Figure 4 shows the parallel composition of these components. It is obvi-
ous that each unauthorized state is an unauthorized state in the composite
system. In other words, each state in which one of the states S2 or S4’ is
occurred will be an unauthorized state. Thus, the vulnerability measure of
each unauthorized state in the composite system is calculated as follows.

ν(S2, S1′) = 1
X

= ν(C1 � I)
ν(S2, S2′) = 1

X+Y

ν(S2, S3′) = 1
X+Z

ν(S2, S4′) = 1
X+Z+R

ν(S1, S4′) = 1
Z+R

= ν(C2 � I)
But, X + Y , X + Z and X + Z + R are greater than X. Thus, the

vulnerability of related states are less than the vulnerability of state (S2,
S1’) and they have no effect on the vulnerability of the composite system.
In other words, the maximum quantity of ν(C1 � I) and ν(C2 � I) will be
equal to ν(C � I).
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Figure 4: Parallel composition

To evaluate the vulnerability measure of a synchronous parallel system,
we should determine the cost of each vulnerable path before and after the
input event occurrence in the second component. The following definition
satisfies this requirement.

Definition 12. The cost of vulnerable conditional path (pathqiq|{e}) under
the condition of occurring input normal event e in the under-attack system
CS � I is denoted by cost(pathqiq|{e}) and defined as cost(pathqiq|{e}) =<
costqe , costq >=< cost(pathqiqe), cost(pathqeq) >; where qe is the state in
which the input event e is occurred.

It is obvious that there could be more than one path has the form
(Pathqiq|{e}) in the system; because the states between the initial state and
final state could be different.

Theorem 4. The vulnerability measure of a composite system C = C1 m
e

C2

against an intruder I is calculated by the following equation.

ν(C � I) = MAX{ν(C1 � I), ν(C2 � I),
1

MIN{
∀(pathqiq |{e})∈paths

C2
qiq

MAX{ST eC1
, costC2

qe }+ costC2
q }
} (10)
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Where costC2
qe and costC2

q are the first and second part of cost(pathqiq|{e}) for
component C2 respectively.

Proof. Any unauthorized state in C can be an unauthorized state in C1

or an unauthorized state in C2. The vulnerability measure of the first case
is equal to ν(C1 � I). The unauthorized state in C2 might happen with-
out occurring the common event e, or it might happen after occurring the
common event.

If the unauthorized state happens without occurring the common event,
the vulnerability of system will be equal to ν(C2 � I). But in the second
case we should calculate the cost of shortest path from initial state in C1 to
the unauthorized state in C2.

The cost of path from initial state in C2 to the state in which the common
event is occurred is equal to the maximum of service time of e in C1 and the
cost of reaching the state in which input event occurs in component C2; be-
cause one component can operate simultaneously with the other ones. Thus,
the components can execute events independently until the second compo-
nent arrived to the common event. In this situation, the second component
might wait for e. Thus, if ST eC1

is greater than costC2
qe , the system should

wait until e happens in C1.
After occurring e, component C2 can continue its work and reach the

unauthorized state. Thus, in this case, the cost of vulnerable path of the
system will be equal to the sum of costC2

q and the maximum of costC2
qe and

ST eC1
.

But we should repeat this process for all possible vulnerable conditional
paths. Thus, the vulnerability measure of the system is achieved by equation
10.

Example: Figure 5 shows an example of a parallel synchronous composite
system. The numbers depict transition costs. Thus, the service time of
common event e is equal to 4. There are two vulnerable paths to reach the
unauthorized state 5 in component C2. The cost of vulnerable paths {1, 2,
3, 4, 5} and {1, 6, 7, 8, 5} without considering the common event cost are
equal to 6 and 7 respectively. Thus, the cost of first path is less than the
second one.

To reach the unauthorized state in the composite system the cost of com-
mon event should be considered. The cost of reaching state 3 in component
C2 is equal to 2. But, the transition e could not occur until component C1
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Figure 5: Synchronous parallel systems

produces the common event. Thus, the cost of reaching state 4 will be equal
to 4 instead of 2. But, the cost of reaching state 8 in the second path is equal
to 5; because the common event is produced before component C2 reaches
state 7. In other words, the vulnerability measure of the system is calculated
as follows.

ν(C � I) = 1
MIN{4+4,5+2} = 1

7

Therefore, the cost of second vulnerable path will be less than the first
one in the composite system. We can simply calculate this quantity using
equation 10 as follows:

ν(C � I) = MAX{0, 0, 1
MIN{{MAX{4,2}+4},{MAX{4,5}+2}}} = 1

7

6. Case study

In this section we present a case study to illustrate the compositional
vulnerability measurement process in a practical network. This example also
specifies how different attackers cause different quantity of vulnerability in
the same system.

Figure 6 depicts the configuration of a practical network. We want to mea-
sure the vulnerability of this network using compositional approach specified
in section 5.

The network consists of two subnets. The first one is DMZ and contains
web server and some workstations. The second one is internal subnet which
contains database, files, application servers and workstations. There are
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Figure 6: Configuration of a sample network

two firewalls in the network which separate DMZ from Internet and internal
subnet from DMZ.

The attacker is an external user who wants to access the internal subnet.
The security policies are as follows:

1. Root access to the application server is restricted to a specific user
called admin.

2. Just the admin has root access on database.

3. Just the admin user has root access on file server.

Thus, access to the firewalls, workstations or DMZ’s instruments does not
violate the security policies. In other words, these components have no unau-
thorized state in their model and only their service time will effect on vul-
nerability measurement.

The data flow of the system is specified in figure 7.
Each request should pass the firewalls and DMZ before arriving to the

internal network. To access to the database or file server the user should be
authenticated first. Authentication result returns from application servers
to the user and then other requests could be sent to the application servers.
These servers pass requests to the database or file server. We have assumed
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Figure 7: Configuration of a sample network

that there are two authentication mechanisms in the first application server.
Considering figure 7, we can specify following relations between components.

1. Authentication mechanisms in AppSrv1 are connected to each other by
the choice operator.

2. AppSrv1 is connected to the database by the synchronous parallel op-
erator. In other words, the output of application server is used as
database input. The same relationship exists between AppSrv2 and
file server.

3. The set of AppSrv1 and database with the set of AppSrv2 and file
server operate in the parallel manner.

AppSrv1 has two different authentication mechanisms. An attacker can
violate each mechanism and get user or root access on the application server.
Assume that the costs of reaching user and root access on first authentication
mechanism of AppSrv1 by an attacker are c1 and c′1 respectively. These costs
are equal to c2 and c′2 for the second authentication mechanism of AppSrv1.
Reaching root access on AppSrv1 is a violation of security policies. Consid-
ering the choice operator between the Auth1 and Auth2, the vulnerability of
AppSrv1 is calculated as follows:

ν(AppSrv1) = MAX{ν(Auth1), ν(Auth2)} = MAX{ 1

ST1 + c′1
,

1

ST1 + c′2
}

(11)
Where ST1 is the sum of service time of FW1, DMZ and FW2.

ST1 = STF (FW1) + STF (DMZ) + STF (FW2) (12)

STF depicts the service time of the forward transition from outside to the
internal network. If c′1 < c′2, the vulnerability measure of AppSrv1 will be
equal to 1

ST1+c′1
.
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The vulnerability measure of AppSrv2 could be computed by the same
way. But, AppSrv2 has just one authentication mechanism. Assume that the
costs of reaching user and root access on AppSrv2 are c3 and c′3 respectively.
Thus, the vulnerability measure of AppSrv2 will be equal to 1

ST1+c′3
.

The abstract model of AppSrv1 is shown in figure 8. If an attacker has
user access to the application server, he can get guest access to the database.
And if he has root access on the application server, he will get user access
to the database. Moreover, the intruder can attack the application server to
get user access on database using his primitive user access on AppSrv1.

Figure 8: The abstract model of application server

After receiving the authentication result by the user, he can send other
requests to the application servers. The service time of sending authentica-
tion request, receiving authentication result and sending second response is
calculated as follows:

ST1 = 2× ST1 + STB(FW1) + STB(DMZ) + STB(FW2) (13)

Where STB depicts the backward service time from internal network to out-
side.

The service time of reaching user and root access on each application
server is calculated as follows. ST user−accessAppSrv1 = ST2 +MIN{C1, C2} = ST2 +
C2

ST root−accessAppSrv1 = ST2 +MIN{C ′1, C ′2} = ST2 + C ′1
ST user−accessAppSrv2 = ST2 + C3

ST root−accessAppSrv2 = ST2 + C ′3
Considering figure 8, the service time of each output event in AppSrv1 is

calculated by following equations. ST o1AppSrv1 = (ST o1|I1) + ST user−accessAppSrv1 =

cos t(DB − guest− access) + ST user−accessAppSrv1
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ST o2AppSrv1 = MIN{(ST o2|I1)+ST user−accessAppSrv1 , (ST o2 |I2)+ST root−accessAppSrv1 } =

MIN{cos t(attack) + cos t(DB − user − access) + ST user−accessAppSrv1 ,

cos t(DB − user − access) + ST root−accessAppSrv1 }
Assume that AppSrv2 has the same construction as AppSrv1. Thus, we

can use same equations for ApSrv2. Notice that AppSrv2 can access to the
file server instead of database. Thus, we should replace cost(DB − guest −
access) and cost(DB−user−access) by cost(FileSrv−guest−access) and
cost(FileSrv − user − access) respectively.

An intruder can crack database password if he has guest access to it. He
can also get user access and then use buffer overflow attack to reach the root
access. The abstract model of database is specified in figure 9.

Figure 9: The abstract model of database server

According to the model, conditional vulnerability measure of the database
are calculated as follows. ν(DB|I1) = MAX{ 1

cos t(attack1)
, 1

cos t(attack2)+cos t(attack3)
}

ν(DB|I2) = 1
cos t(attack3)

Considering the synchronous parallel composition of AppSrv1 and database
and theorem 4, we can use the following simplified equation to measure the
vulnerability of composed system.

ν(C � I) = MAX{ν(C1 � I), ν(C2 � I),
1

MIN
∀paths∈C2

{ST outputc1 + 1
ν(C2�I|Input)}

}

(14)
Thus, the vulnerability measure of the composed system will be calculated

as follows.
ν1 = MAX{ν(AppSrv1), ν(DB), 1

MIN{ST o1AppSrv1+ 1
ν(DB|I1)

,ST
o2
AppSrv1+ 1

ν(DB|I2)
}}

The file server model is same as database. Thus, the vulnerability measure
of the composition of AppSrv2 and FileSrv is calculated by the following
equation.
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Table 1: Sample values of service time and event costs for two intruders
Parameters Intruder1 Intruder2

STF (FW1) = STB(FW1) 1 2
STF (FW2) = STB(FW2) 1 2
STF (DMZ) = STB(DMZ) 2 4

c1 10 12
c2 7 10
c3 8 11
c′1 12 15
c′2 20 25
c′3 17 20

cost(DB − guest− access) 1 1
cost(DB − user − access) 1 1

cost(attack) 5 7
cost(FileSrv − guest− access) 1 1
cost(FileSrv − user − access) 1 1

cost(attack1) 20 24
cost(attack2) 10 15
cost(attack3) 5 6

ν2 = MAX{ν(AppSrv2), ν(FileSrv), 1
MIN{ST o1AppSrv2+ 1

ν(FileSrv|I1)
,ST

o2
AppSrv2+ 1

ν(FileSrv|I2)
}}

Now, we can use theorem 3 to calculate the vulnerability measure of the
whole system.

ν = MAX{ν1, ν2}
In the remaining of this section we use some arbitrary values for the

parameters of the former equations and compare the results for two different
intruders who have different capabilities. Assume that the first attacker is
stronger than the second one. The cost of transitions and service time are
shown in table 1.

Using these values, the vulnerability measure of the network against at-
tacker I1 and I2 will be equal to 0.0625 and 0.0434, respectively. In other
words, a stronger attacker can violate security policies easier. Thus, the
network is more vulnerable against first intruder than second one.
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7. Conclusion and future work

In this paper we introduce a new metric for vulnerability quantification
and propose a method to evaluate the security. The method uses system
properties and potential attacks and attacker’s capabilities to model the sys-
tem. We can use just attacker’s events to construct an abstract level of the
system model. Thus, our method is flexible and could be used to construct
systems with different detail levels.

Another advantage of the method is that the amount of security is cal-
culated considering the penetration delay time in addition to the probability
of accessing unauthorized states. Thus, we can compare the vulnerability of
systems with the same probability to reach unauthorized states. Therefore,
in contrast to some previous work, it could be a better estimation of security.

The method has compositional property and we can calculate the vul-
nerability measure of a complex system using the vulnerability quantities of
constitutive components.

We have assumed that all unauthorized states have the same importance
and impact levels. But it seems that this assumption is not always true in
practice. For example, if an intruder gain a root access, she can make more
damage on the system in contrast to the situation where she has only a user
access. Thus, we suggest to consider this parameter in the model as a future
work.
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